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Overview

1. What is support?

2. Aggregating observations

3. Aggregating predictions

4. An example

5. Prediction errors for aggregations

6. Block kriging

7. Linear vs. non-linear aggregation

8. T-Aggregate-S-interpolate, or S-interpolate-T-aggregate?

9. Bayesian approaches
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What is support?
Support is the physical size (in space, in time), of observations,
and of predictions.
Why do we need to talk about support?

I we often assume spatial point support, but we cannot measure
on things of zero size, because measurement devices have a
size.

I we often assume instant temporal support, but measurement
takes time, and sensors need time to respond to changing
conditions

Clear support:

I shutter speed of a camera

I filter time for PM10 measuremet

Not so clear:

I Ground area to which a remote sensing pixel relates (not
resolution)

I temporal support of a tipping bucket rain gauge (tip)
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Support of dprec (meteo)

> library(spacetime)

> load("st_meteo.RData")

> dprec = m2[NLpol,,"prec"]

> dprec[1,1:2]

prec

2011-07-01 0

2011-07-02 0

> dprec[1:2,1]

coordinates prec

1 (4.331667, 51.59) 0

2 (4.433, 52.167) 0

?dprec: ... ‘prec’ numeric; daily precipitation

amount in mm

What is the spatial support?
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Aggregating observations: temporal
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Aggregating observations: temporal

For monthly total rainfall, can we reasonably use

> mprec = aggregate(dprec, "1 month", sum, na.rm = TRUE)

or should we rather use

> mprec = aggregate(dprec, "1 month", sum, na.rm = FALSE)

and omit the NA values, or should we estimate, by

> mprec = aggregate(dprec, "1 month", mean, na.rm = TRUE)

> mprec$prec = mprec$prec * 31

Counting NA values may help deciding:

> table(aggregate(dprec, "1 month", function(x) sum(is.na(x)))[[1]])

0 1 20 25

333 2 1 1
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Aggregating observations: spatial

So, mprec has monthly total preciptation for Jul 2011 in the
Netherlands.
Let us aggregate these spatially:

> aggregate(mprec, NLpol, mean)$prec

[1] 131.5018

This is the mean monthly total precipitation of:

a the set of 337 rain gauges

b the country (Nederland)

c both

d none of the above
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Aggregating observations: spatial - II

> aggregate(mprec, NLpol, sum)$prec

[1] 44316.11

This is the summed monthly total precipitation for:

a the set of 337 rain gauges

b the country (Nederland)

c both

d none of the above
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Aggregating observations: spatial - III

> aggregate(mprec, NLpol, mean)$prec

[1] 131.5018

This estimates the mean monthly total precipitation of:

a the set of 337 rain gauges

b the country (Nederland)

c both

d none of the above
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Particulate matter time series, averaged over station
type
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Spatial distribution of stations over NL

> plot(NLpol)

> points(mprec, col = 'red')
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If we want to integrate over NL...

> library(sp)

> library(rgdal)

> NLpol = spTransform(NLpol,

+ CRS("+init=epsg:28992"))

> plot(NLpol)

> pts = spsample(NLpol, 500,

+ "regular", offset = c(.5,.5))

> points(pts, col = 'red',

+ pch=3, cex=.3)
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Aggregating predictions

> mprec = spTransform(mprec,

+ CRS("+init=epsg:28992"))

> library(gstat)

> v = variogram(prec~1, mprec,

+ cutoff=1e5)

> v.fit = fit.variogram(v,

+ vgm(1, "Lin", 0, 1))

> v.fit

model psill range

1 Nug 274.2814774 0

2 Lin 0.0138714 0

> plot(v, v.fit) distance
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Aggregating predictions

> kr = krige(prec~1, mprec, pts, v.fit)

[using ordinary kriging]

> spplot(kr[1],

+ col.regions = bpy.colors())
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Aggregating predictions - II

> kr = krige(prec~1, mprec, pts, v.fit)

[using ordinary kriging]

> mean(kr$var1.pred)

[1] 129.9698

What is the standard error of this mean? Not one of those:

> sqrt(var(kr$var1.pred))

[1] 31.02901

> sqrt(var(kr$var1.pred)/length(pts))

[1] 1.391841

> mean(sqrt(kr$var1.var))

[1] 20.30249
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Prediction errors for aggregations

Block kriging directly estimates

Z (B) =
1

|B |

∫
B
Z (s)ds ≈

n∑
i=1,si∈B

Z (si)

> mean(kr$var1.pred)

[1] 129.9698

> krige(prec~1, mprec, NLpol, v.fit)$var1.pred

[using ordinary kriging]

[1] 129.9698
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Block kriging

1. Block kriging estimates Z (B), and provides an error measure
for Z (B)− Ẑ (B), the block kriging standard error.

2. The kriging estimate Ẑ (B) is equal to
∑n

i=1 Ẑ (si) where the
si discretize B .

3. The kriging variance (squared standard error) is

E (

n∑
i=1

Ẑ (si)−
n∑

i=1

Z (si))
2

and takes all covariances into account.

4. Only the point kriging predictions Ẑ (si) cannot provide this.
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Block kriging: example

> p = krige(prec~1, mprec, pts, v.fit)

[using ordinary kriging]

> b = krige(prec~1, mprec, pts, v.fit,

+ block = c(1000,1000))

[using ordinary kriging]

> range(p$var1.pred - b$var1.pred)

[1] -0.10311043 0.03488041

> qqplot(p$var1.pred, b$var1.pred,

+ xlab = 'points', ylab = 'block')

> mean(p$var1.var - b$var1.var)

[1] 281.2661

> qqplot(p$var1.var, b$var1.var,

+ xlab = 'points', ylab = 'block')
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Linear vs. non-linear aggregation

If, instead of the block mean, we are interested in some other
quantity

Z (B) =
1

|B |

∫
B
g(Z (s))ds

such as the block median or a quantile, how do we get it?

1. not by block kriging

2. we can use conditional simulation:
I draw samples from (Z |observations)
I compute g(Z )
I integrate, spatially

3. this is a (simple) Monte Carlo procedure, not very expensive
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Why would you want block kriging?

... why would you want point kriging? (think: tipping bucket!)

I when Z (s) = S (s) + ε(s) with ε(s) a white noise process
(nugget), block kriging for very small blocks is VERY similar
to predicting S (s) instead of Z (s)

I ... but block kriging works for any block size, any geometry

I aggregated values, in particular means for larger blocks have
lower prediction errors than for smaller blocks

I if ε(s) is, or contains, measurement noise, why predict this?
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Block kriging SE as function of block size

For these data, and this variogram model:

> p = SpatialPoints(coordinates(NLpol),

+ CRS(proj4string(NLpol)))

> sizes = (1:100)*1000

> f = function(x) {

+ krige(prec~1, mprec,

+ p, v.fit, block =

+ rep(x,2),

+ debug.level=0)$var1.var

+ }

> v = sapply(sizes, f)

> plot(sizes, sqrt(v),

+ xlab = 'block size',

+ ylab = 'block kriging SE')
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T-Aggregate S-interpolate, or S-interpolate
T-aggregate?
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Bayesian approaches

I Bayesian approaches take uncertainties in variogram
parameters into account;

I the Bayesian framework is comprehensible and consistent,
usually prefered

I it may however require supercomputer resources

I in data-rich situations, uncertainty in variogram parameters
may not be a meaningful source of uncertainty

I package INLA (http://www.r-inla.org/ provides nested
Laplace approximations to full posteriors, dropping the need
for MCMC
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Conclusion

The spatial mean of a set of point values in an area is not equal to
the mean of the variable over that area!
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